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Asymptotic notation

The computational resources required for algorithms are often stated using ‘big O’

notation. This allows asymptotic properties of the resources requirements to be stated

simply, and in a way that is independent of the specific implementation. Related

concepts are ‘big Ω’ and ‘big Θ’ notation. The definitions are as follows.

• f(n) = O(g(n)) if there exist finite C and n0 such that

f(n) ≤ Cg(n), ∀n > n0.

• f(n) = Ω(g(n)) if there exist finite C and n0 such that

f(n) ≥ Cg(n), ∀n > n0

• f(n) = Θ(g(n)) if f(n) = O(g(n)) and f(n) = Ω(g(n)).

Now solve the following problems.

(a) If f(n) = O(g(n)) then g(n) = Ω(f(n)).

(b) If f(n) is a polynomial of degree k, show that f(n) = O(nl) for any l ≥ k.

(c) If a(n) = O(g(n)) and b(n) = O(h(n)), show that a(n)b(n) = O(g(n)h(n)).

(d) Show that eαn = O(eβn) and eβn = Ω(eαn) if α < β.

(e) Show that, for arbitrary finite k, nk = O(nlogn) but nlogn 6= O(nk)

(f) Show that nk log n = O(nk+ε) for any non-zero ε.
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